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Abstract

Energy minimization methods were used to simulate the migration of Zr, Si, and O vacancies in zircon (ZrSiO4).

Two sets of interatomic potentials were employed for comparison: one with O±Si±O three-body terms for the SiO4, and

one without. Results for Si were inconclusive, but consistent with maintaining the integrity of the SiO4 molecular units.

Both Zr and O vacancies can migrate on three-dimensional sublattice networks, thus supporting the experimentally

observed di�usional isotropy. The predicted Zr vacancy migration energy (1.16±1.38 eV) was in good agreement with

experiment if supplemented by Zr vacancy formation via Schottky or Frenkel defects (6.21±12.28 eV/defect). Oxygen

vacancy migration energies were predicted to be 0.99±1.16 eV, somewhat lower than the experimental value of 4.64 eV

measured in natural zircons, which thus may include signi®cant contributions from vacancy formation mechanisms at

3.31±6.52 eV/defect. Ó 1999 Elsevier Science B.V. All rights reserved.

PACS: 61.80.ÿX; 61.80.AZ; 61.82.MS

1. Introduction

Zircon (ZrSiO4) is a familiar material in the waste

isolation community. It forms as one of several crys-

talline phases in glass ceramic waste forms [1±5], has

been observed as a corrosion product on HLW glass [6],

and is a prominent actinide-bearing phase in the crys-

tallized core melt of Chernobyl [7,8]. Zircon has also

been proposed as a ceramic host material for the im-

mobilization and disposal of excess weapons-grade Pu in

US [9,10] and high-actinide wastes in Russia [7,11]. The

soundness of this recommendation is based on the fact

that natural zircon is extremely durable. Individual

grains undergo many cycles of environmental erosion,

weathering, and physical contact, but exhibit only lim-

ited dissolution or abrasion. Zircons are the oldest ter-

restrial materials to have been dated: 4.1 to 4.3 billion

years [12±14]. Its suitability as a host phase is further

supported by its ability to incorporate large amounts

(10% or greater) of Pu [15±18] and U [11]. The extensive

substitution of Pu for Zr was demonstrated by the

synthesis of isostructural PuSiO4 [19].

Although recent experimental [20±23] and computa-

tional [24,25] work has addressed the di�usivity and

heats of solution for various actinides (Pu, U, Th) in

zircon, none of those investigations have treated the

fundamental question of native vacancy migration paths

and energetics. It is important to determine these acti-

vation energies so that comparisons between theory and

experiment are possible. Such comparisons enable the

understanding of the basic di�usion mechanisms that

are responsible for transport in zircon, and can be crit-

ical for designing or tailoring waste isolation hosts to

minimize the release of actinides to the environment.

Computer simulation of the fundamental native va-

cancy migration processes is the main objective of this

paper. In the balance of the paper, we ®rst brie¯y outline

the crystal structure of zircon. This is followed by a

description of the computational tools employed to

simulate zirconium, silicon, and oxygen vacancy mi-

grations in zircon. Migration paths and energies are then

described and quanti®ed using several empirical poten-

tials in the GULP code [26]. Discussion of these new

results includes comparisons with the available data, and

is followed by the conclusions.

Journal of Nuclear Materials 273 (1999) 164±170

www.elsevier.nl/locate/jnucmat

* Corresponding author. Tel.: +1-509 375 2956; fax: +1-509

375 2186; e-mail: re_williford@pnl.gov.

0022-3115/99/$ ± see front matter Ó 1999 Elsevier Science B.V. All rights reserved.

PII: S 0 0 2 2 - 3 1 1 5 ( 9 9 ) 0 0 0 2 6 - 4



2. Zircon crystal structure

The crystal structure of zircon has been previously

described in detail [27,28], and will only be brie¯y re-

viewed here. The unit cell is tetragonal, with

a� b� 0.661 nm and c� 0.598 nm. The space group is

I41/amd, and there are 24 atoms in the complete unit cell.

The prominent structural units are chains of alternating

edge-sharing SiO4 tetrahedra and ZrO8 triangular do-

decahedra extending along the c axis, as shown in Fig. 1.

Octahedral voids are present that contain no cations.

The Zr is eight-coordinated with oxygen, with four

bonds of 0.215 nm and four of 0.229 nm. Si±O bonds are

0.162 nm. Within the SiO4 tetrahedra, the shortest O±O

edges (0.243 nm) are shared with the dodecahedra, but

the 0.275 nm O±O edges are unshared. Within the ZrO8

dodecahedra, the 0.249 nm O±O edges shown in Fig. 1

are shared with other dodecahedra, but the 0.307 and

0.284 nm O±O edges are unshared. It will be shown

below that the latter are the most important for oxygen

vacancy migration. Clinographic views of zircon are

shown in Fig. 2.

3. Computational methods

The GULP code (General Utility Lattice Program)

[26,29] was used in this investigation to simulate the

energetics and structures of perfect lattices and of de-

fects. GULP is an energy minimization code based on

the Born model, where energy is partitioned into long

ranged Coulombic interactions computed via Ewald

summation techniques, and short ranged atomic pair

and three-body potentials. The code is unique in that it

optimizes the use of crystal symmetry to make structure

generation easier and to speed up calculations.

Isolated defects in extended solids were addressed

using the Mott±Littleton approximation [30]. In this

well-known method, the crystal surrounding the defect is

divided into three concentric spherical regions of pro-

gressively larger radii. Region 1 contains the defect per

se, where interactions are treated explicitely at the

atomic level, and ions are relaxed in response to the

defect. In Region 2a, the ions are assumed to reside in a

harmonic well and respond accordingly to the defect

forces. This approximation is only valid for small per-

turbations in Region 2a (i.e., Region 1 must be of suf-

®ciently large radius) and requires that the bulk lattice

be relaxed prior to introduction of the defect (a standard

procedure). Individual ion displacements are still treated

in Region 2a, whereas only the implicit polarization of

sublattices is considered in Region 2b. The defect energy

is calculated as the energy di�erence between the de-

fected (Edef ) and perfect (Eperf ) lattices, and corrected for

the energy of interstitials or vacancies at in®nite sepa-

ration from the lattice: Edefect�Edef ÿ Eperf + Einf . De-

tails of the computational method are given elsewhere,

e.g., Ref. [31].

Charged defects polarize other ions in the lattice.

Ionic polarization was modeled with the well-known

Dick±Overhauser shell model [32]. This model treats the

deformation polarization caused by distortion of the

electron density in response to the charged defect, re-

sulting in the development of a dipole moment. The

model also includes the important coupling between

short range repulsion and ion polarization, which pre-

vents excessive polarization of the ion. A simple har-

monic spring model was used to represent the separation

of the electron cloud from the ionic core. Within an ion,

the core-shell charge partitioning determines electronic

polarizability. The net ionic (core + shell) charge may

depart from formal charges in order to approximate the

e�ects of partial covalency.

An important GULP capability for the present work

was the ability to perform transition state searches,

where an energetic `saddle point' is found by seeking

atomic positions with a speci®ed number of negative

eigenvalues in Hessian [26]. Thus, calculations of the

activation energies for vacancy migrations could be

routinely performed in two steps. In the ®rst step, the

Fig. 1. Polyhedral representation of zircon structure, showing

SiO4 tetrahedra (ruled) and ZrO8 dodecahedra (shaded).

Numbers show O±O distances in nm, with oxygen located at

each polyhedron corner. Zr and Si atoms not shown for clarity.

The c axis is horizontal on the page.

Fig. 2. Clinographic views of zircon with the c axis (left) and a

axis (right) extending out of the page. SiO4 tetrahedra are

shaded, Zr atoms are cross-hatched.
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defect energy of a single vacancy was calculated as de-

scribed above, using standard energy minimization

techniques. In the second step, an interstitial was placed

between the two vacancies which were the initial and

®nal positions of the migrating ion corresponding to the

migrating vacancy, and a transition state with one neg-

ative eigenvalue was sought. The di�erence between the

defect energies of these two calculations gave the acti-

vation energy for vacancy migration. The results of such

calculations are described below.

4. Interatomic potentials for zircon

For comparative purposes, three sets of potentials

were considered: (1) Gay and Rohl (G&R) [33], (2)

Chandley, Clark, Angel and Price (CCAP) [34], and He

and Cormack (H&C) [25]. Each set is described below.

Unless otherwise stated, all potentials were of the

Buckingham form, with cuto� radii of 1.0 nm.

The Gay and Rohl (G&R) [33] potentials were de-

signed for investigating equilibrium crystal facets during

crystal growth of zircon. The oxygen ions were modeled

with a harmonic spring shell model, while rigid ions were

used for the Zr and Si. G&R treated the SiO4 tetrahedra

as molecular units and used a Morse potential for the

Si±O interactions, with a 0.2 nm cuto� for this fairly

strong bond. A three-body O±Si±O bond bending term

was used to help maintain structural integrity at sur-

faces, with a Si±O cuto� of 0.2 nm and an O±O cuto� of

0.3 nm. This three-body O±O cuto� was increased to

0.35 nm in the present work. G&R modeled other O±O

interactions using a Buckingham potential they devel-

oped especially for zircon, with a C-parameter appearing

small enough to prevent redundancy with the three-body

terms. Although the three-body terms in the G&R po-

tentials can lead to serious computational instabilities in

some cases, we have continued to use them (a) because

of our previous success with the reduced coordination

systems associated with radiation induced ion displace-

ments [35], (b) because the free surfaces encountered

during crystal growth can be viewed as the `largest de-

fects' with the lowest coordination, and (c) because va-

cancy migrations also require reduced coordination.

The Chandley, Clark, Angel and Price (CCAP) [34]

potentials also included an O±Si±O three-body term, but

did not treat the silica tetrahedra as molecular units.

Their Si±O Buckingham potential was previously de-

veloped for silicates [36], and also contained a relatively

small C-parameter. Their O±O potential was the well

established potential derived by Catlow using quantum

techniques [37]. As in the G&R potentials, only the

oxygen ion was treated with a harmonic spring core-

shell model.

The H&C potentials were also based on previous

work [36±39], and were used in He and Cormack's study

of disorder in zircon [25]. The H&C potentials were

similar to the CCAP potentials, except that they did not

include an explicit three-body term. The same O±O [37]

and Si±O [36] Buckingham potentials were used, along

with a Zr±O potential from [38].

Some basic features of GULP output for these three

potential sets are shown in Table 1. The G&R and H&C

potentials are in generally good agreement with each

other and with the experimental data. Exceptions are the

lattice energy and the oxygen vacancy energy, V��O , for

the G&R potentials, due to the strong Si±O bonds in

their Morse potentials. It was not possible to reproduce

the CCAP results [34] for vacancy formation energies

(85.41, 105.81, and 24.31 eV for Zr, Si, and O, respec-

tively), and the predicted cell anisotropy was incorrect.

Furthermore, the presence of three-body terms intro-

duced code convergence problems when Si vacancies

were simulated, as in the G&R potentials (see below).

Because the CCAP potential set also contained features

of both other sets, it was therefore not considered fur-

ther.

5. Vacancy migration energies

All defect calculations were performed using lattices

that had been previously equilibrated at constant pres-

sure and 0 K (Table 1). The Region 1 radius was taken

as 0.92 nm, or about 300 ion cores. Results for Zr, Si,

and O vacancy migration energies are shown in Table 2,

where the O jump distances correspond with Fig. 1. In

general, the G&R potentials gave slightly larger oxygen

vacancy migration energies than the H&C potentials,

apparently due in part to the three-body and Si±O terms

discussed above. Conversely, the H&C cation vacancy

migration energies were slightly larger than those for the

G&R potentials.

Table 1

Results for three sets of potentialsa

Potential G&R H&C Data

Lattice energy ÿ263.30 ÿ237.83 ÿ
Volume (prim.) 0.1318 0.1304 0.1304

Cell size (a,b) 0.668 0.631 0.661

Cell size (c) 0.591 0.642 0.598

c11 43.83 45.01 42.3

c33 52.69 50.98 49.0

c44 11.09 11.28 11.3

c12 6.60 6.28 7.3

c13 14.05 17.77 14.9

V4ÿ
Zr 79.32 83.36 ÿ

V4ÿ
Si 105.18 105.74 ÿ

V��O 27.33 21.05 ÿ
O
00
i ÿ14.28 ÿ14.43 ÿ

aCell size is in nm, volume of the primitive cell is in nm3, en-

ergies are in eV, and elastic constants are in units of 1010 Pa.

Data are from Refs. [27,40].
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Only the two shortest cation jump distances are

shown for Zr and Si, the shorter of the two being in the

plane of Fig. 3 and the longer normal to that plane.

Fig. 3 is a view along the á1 1 1ñ direction of a 2 ´ 2 ´ 2

supercell to more clearly show these cation vacancy

migration paths. Results for Zr are reasonably consis-

tent between the potential sets. At ®rst glance, calcula-

tions for the longer Zr migration path (0.557 nm) appear

to be in good agreement with the data of Cherniak

Hanchar and Watson's [21,22] for rare earth (Yb3�,

Dy3�, Sm3�) and tetravalent (U4�, Th4�, Hf4�) ion dif-

fusion in zircon. Their experimentally determined acti-

vation energies ranged between 7.5 and 8.7 eV over the

temperature range of 1150±1650°C, compared to 8.84±

10.24 eV calculated herein at 0 K. The vacancy migra-

tion energy of 8.4 eV obtained experimentally for Hf [21]

is noteworthy because Hf has the same atomic radius

and valence as Zr, and is easily substituted.

However, the shorter (0.365 nm) Zr migration path is

more likely because of its much lower energy require-

ment (1.16±1.38 eV). Since the experimental methods

(see below) indicate dominance by intrinsic defect for-

mation, the di�erence in energies (e.g., 8.7 ÿ 1.3� 7.4

eV) would be accounted for by Zr vacancy formation.

Although He and Cormack's [26] calculation of Zr

Frenkel formation energy (12.28 eV/defect) is slightly

high, it is within the scatter between potential sets in

Table 2. Zr vacancies can also be created by Schottky

defect formation, computed at 6.21 eV/defect by He and

Cormack [26]. Their results thus bracket the �7.4 eV

energy defecit noted above. Consequently, the shorter

path should dominate Zr vacancy migration.

Cherniak et al. [21,22] also reported di�usional isot-

ropy for the impurity cations studied, although this was

actually inferred rather than measured for Hf. Di�u-

sional isotropy would seem reasonable for Zr when the

networks of atomic jumps for vacancy migrations are

plotted, as in Fig. 4. Both cases form three-dimensional

networks. Deviations of the saddle point positions from

the centers of straight migration paths were small con-

sidering the lengths of the paths.

Results for Si vacancy migration were inconclusive.

The code did not converge for the G&R potentials,

apparently due to sustained oscillations in the local force

®elds as Si atoms were moved about while searching for

the transition state. This probably occurred because of

the short cuto� distances used in the molecular Si±O and

Fig. 3. View of zircon near the á1 1 1ñ axis. Large black spheres

(Zr), large shaded spheres (Si), small shaded spheres (O). Atom

sizes are distorted for clarity in viewing the cations in this

2 ´ 2 ´ 2 supercell.

Table 2

Results for native vacancy migration energies (eV) in zircona

Ion Dist. (nm) Description G&R H&C

Zr 0.365 In plane of Fig. 3 1.16 1.38

Zr 0.557 Into page in Fig. 3 8.84 10.24

Si 0.365 In plane of Fig. 3 ÿ 0.43*

Si 0.557 Into page in Fig. 3 ÿ 9.42

O 0.307 Unshared ZrO8 19.51 4.80

O 0.249 Shared ZrO8±ZrO8 17.72 2.77

O 0.243 Shared ZrO8±SiO4 1.28 0.90

O 0.344 SiO4 to SiO4 1.27 1.74

O 0.275 Unshared SiO4 1.39 0.86

O 0.284 Unshared ZrO8 1.16 0.99

aDistances and descriptions correspond to those in Figs. 1 and 3. G&R and H&C are the potential sets described above. `Shared' and

`unshared' refer to polyhedra edges. The * entry is not a true saddle point (see text).

Fig. 4. Diagram of Zr vacancy migration paths, viewed near the

c axis of 2 ´ 2 ´ 2 supercells for clarity. Left� 0.365 nm (1.15±

1.38 eV) shorter jumps, right� 0.557 nm (8.84±10.24 eV) longer

jumps. Both networks are three dimensional and indicate dif-

fusional isotropy of Zr.
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three-body potentials for the SiO4 tetrahedra, which

essentially created a cusp as other potentials became

more dominant beyond the cuto�s. Such discontinuities

will defeat any Newton±Raphson minimizer routine.

Results for the shortest vacancy migration path using

the H&C potentials (Table 2) were again very low. The

saddle points found in this case were slightly smaller

than the Si vacancy energy, and may have represented

low-lying vibrational modes. The result reported in Ta-

ble 2 (i.e., 0.43*) is not a true saddle point, but rather the

energy of a ®xed Si interstitial at the center of the mi-

gration path between two Si vacancies, with the sur-

rounding lattice relaxed. On the other hand, the 9.42 eV

obtained for the longer (0.557 nm) path may be rea-

sonable in light of observations that intact silica tetra-

hedra are detected via Raman spectroscopy even in fully

amorphized zircon, indicating that a high activation

energy is required to disrupt the tetrahedra for Si va-

cancy migration.

A total of six vacancy migration paths were investi-

gated for oxygen. The jump distances in Table 2 cor-

respond to those in Fig. 1. In the 0.344 nm case, the O

vacancy moves nearly vertically across the void in

Fig. 1, from one SiO4 tetrahedron to another. The ®rst

two oxygen cases (0.307 and 0.249 nm) had very high

activation energies because the O atom must jump be-

tween rows of Zr atoms, and thus do not appear ener-

getically favorable. The di�erences in results are again

expected to be caused by the e�ects of the Morse po-

tential and three-body terms in the G&R potentials. The

remaining cases had much smaller activation energies:

1.39±1.16 eV for the G&R potentials and 1.74±0.90 eV

for the H&C potentials. From Fig. 1, it is easy to see

that the shared SiO4±ZrO8 edges (0.243 nm) cannot

form a complete di�usional network. The 0.344 and

0.275 nm cases (between SiO4 tetrahedra and along

unshared tetrahedra edges, respectively), had similar O

vacancy migration energies. When taken together, these

migration paths form a complete three-dimensional

network (Fig. 5) with activation energy limited by the

largest value (1.39 eV according to the G&R potentials,

1.74 eV by the H&C potentials).

Most interesting, however, is the network of oxygen

vacancy migrations along the unshared ZrO8 do-

decahedra edges (Figs. 6 and 7), which requires an even

lower activation energy of only 1.16 eV by the G&R

potentials (0.99 eV by the H&C potentials). This is also a

three-dimensional network, and is thus also consistent

with experimental observations that oxygen di�usion in

zircon is isotropic [23]. However, both sets of potentials

predicted activation energies signi®cantly lower than the

experimental data: 4.64 eV [23]. This apparent discrep-

ancy is addressed as follows. Watson and Cherniak [23]

found that about 20% of their samples exhibited an-

omolously long `di�usion tails', which they attributed in

part to preexisting oxygen vacancies needed for charge

Fig. 5. Three-dimensional network of oxygen vacancy migra-

tion paths limited to the SiO4 tetrahedra, composed of 0.344 nm

jumps between tetrahedra and 0.275 nm jumps along unshared

tetrahedra edges. Viewed near the c axis of a 2 ´ 2 ´ 2 super-

cell, rotated 45° clockwise for clarity.

Fig. 6. Three-dimensional network of the oxygen migration

paths along the unshared, 0.284 nm ZrO8 dodecahedra edges of

a 2 ´ 2 ´ 2 supercell, with a lower activation energy of 0.99±

1.16 eV. Viewed near the a axis for clarity.

Fig. 7. Same as Fig. 6, but viewed near the c axis, and with Zr

(large black spheres) and Si (large shaded spheres) shown for

perspective.
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balance with impurities in the optically clear, gem

quality natural zircons they tested. They took great care

to eliminate samples with preexisting vacancies from

their data base. In their data analyses, they also dis-

carded the long di�usional tails with lower Arrhenius

slopes (smaller activation energies). It might thus be

inferred that their samples could have been `vacancy

de®cient', so that their results would contain a signi®-

cant contribution from the formation of the oxygen va-

cancies that are needed to enable vacancy migration in

the zircon. This inference is supported by the following

arguments.

He and Cormack [25] computed the formation en-

ergies for a full range of intrinsic defects, and found that

they were energetically favored in the following order:

anion Frenkels, interstitials, Schottky, and cation

Frenkels. Anion Frenkels thus provide the easiest means

to create the necessary oxygen vacancies. Anion Frenkel

formation requires 6.52 eV per defect by the G&R po-

tentials and 3.31 eV per defect by the H&C potentials.

These results nicely span the experimental data (4.64

eV), indicating that the latter could be dominated by

vacancy formation energetics. If so, the lower vacancy

migration energies reported in herein would be consis-

tent with the available data.

6. Discussion and conclusions

GULP has many useful capabilities for modeling

defects. The transition state search was a feature im-

portant for this work, since it yields saddle points for

vacancy migrations. However, note that these saddle

points depend on the empirical potentials employed.

Although results seemed consistent, and subsequent

checks (performed by relaxing an interstitial placed at

the saddle point) con®rmed the saddle point positions, it

is always possible that other saddle points were not

found. This was particularly true for the Si vacancy

migrations. It would be advantageous for future work to

include development of methods to locate all likely

saddle points, even for very curved migration paths.

Another useful development would be to ®nd ways to

eliminate the three-body terms, with the expectation of

improving the results for Si. Also useful would be the

development of minimization methodologies to more

directly relate these empirical simulations to changes in

electronic states as ions and vacancies migrate, thus

enabling the eventual development of methods for ®tting

potentials to defects using, e.g., spectroscopic data. Note

that the approach employed was essentially an extrap-

olation from the perfect lattice to the defect state, as are

all similar approaches.

Both Zr and O vacancies can migrate on fully con-

nected three-dimensional networks within the zircon

lattice, thus supporting experimental observations of

di�usional isotropy. Two distinct vacancy migration

networks were identi®ed for Zr, and two for O. Al-

though both sets of potentials appeared to underpredict

the available experimental data, results were reasonable

when defect formation energies were also included, as

indicated by the experimental methods. The predicted Zr

vacancy migration energy for the shorter, lower energy

(1.16±1.38 eV) path could be activated by Zr vacancy

formation at 6.21±12.28 eV/defect for Schottky or

Frenkel defects, respectively, which gives good agree-

ment with the experimental data (7.5±8.7 eV). The ox-

ygen vacancy migration energy was predicted to be as

low as 0.99±1.16 eV, which is noticeably lower than the

experimentally observed value of 4.64 eV. The low ac-

tivation energies predicted herein would be a signi®cant

result if it could be proven that the zircon samples were

initially free of oxygen vacancies, so that the experi-

mental data were dominated by vacancy formation

(3.31±6.52 eV/defect) rather than by vacancy migration

energetics. It is clear that further improvements are de-

sirable in the potentials and possibly in the data base

itself.
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